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Abstract

This model is for predicting the price of properties around Kowloon Station in 

Hong Kong, with the command of both practical and theoretical purposes, 

through finding the relationship among the existing property transaction prices, 

property characteristics and the infrastructure level in the neighborhood.

 

Introduction

Due to the distance between domicile and employment, shopping and other 

necessary sites, transportation has a strong positive influence on property price 

(Du& Mulley, 2007；McMillen& McDonald, 2004). Accessibility has a relatively 

large influence on the property price, and this will count a huge percentage 

when residents purchasing properties. 

 

 

Besides infrastructure, other factors including floor and property age cannot be 

neglected as well. 

 

The Pearson Correlation of the independent variable floor level (F) and the 

property price is 0.608. The matrix scatter-plot shows that there is a linear trend 

between the observations. The general trend is ‘the higher the floor, the higher 

the price’. According to research done by Apple Daily in 2013, one of the most 

important reasons is that higher floors enjoy more beautiful views. In addition, 

due to the wet weather in Hong Kong, it is better for ventilation.
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The tendency of the Pearson Correlation shows that the property price tends to 

go up then fall down as the property age growth. We further deduce that the 

second-hand properties with complete decoration but not too old are the most 

welcome-choices among Hong Kong residents. This deduction could also be 

confirmed by the chart below, showing that the second-hand property 

transaction takes up 70.49% of the entire property transaction.

The estimation is based on the record of the transaction in the past two years of 

Kowloon Station District, which was randomly picked from online lucky draw. 

 After scrapped the data, we deleted the data which has a null value. 

 

The factors we supposed at beginning including :

(i) the trading price(P); 

(ii) floor level(F), 

(iii) building age(A);  

(iii) distance to the nearest railway station(M), 

(iv) distance to the nearest hospital(H); 

(vi) distance to the nearest supermarket(SU); 

(vii) distance to the nearest school (primary or secondary school)(SC); 

(viii) distance to the nearest Starbucks(ST).
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Data Selection,  
Preprocessing, 
Analysis
The data we used are collected from (i) Centaline Property Agency web page; 

and web page of some main supermarket in Hong Kong, consisting of (ii) 

ParknShop, (iii) Manning, (iv) Wellcome; (v) Census and Statistics Department, 

and (vi) Google Maps with the help of following tools.

Tools: 

(i) Pycharm -- Python: 

To access longitude and latitude of the 

properties/ schools/ hospitals/ Starbucks

 

(ii) Eclipse -- Java:

To match and calculate the distance of 

properties with other places

 

(iii) Web scraper:

Web scraping plugin to get simple data

 

(iv) OpenRefine:

To clean syntax(eg. $, /) and characters 

in the dataset. insights. 

 

(v)SPSS

For data analysis



We scraped the transaction records over the past 2 years from the Centadata 

website which includes floor, property age already, and matched them with MTR 

station location to find the nearest MTR station. And we further searched the 

information about supermarkets, schools, hospitals and Starbucks branches 

through the official and verified websites.

 

To measure the accessibility, we use the distance between certain property and 

the referred place. The calculation is shown in the picture below.
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The dataset(N = 532) contains 21 null values so the size of analyzed data is N = 

512.
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Material & Methods

The descriptive data is shown as above.

SPSS provided information about four models including R, the multiple correlation 

coefficient, R^2, standard error of the estimate and Durbin-Waston value.



The R of the fourth model = 0.757 > 0.7, which indicates most of the data located 

around the regression line.  With larger R, the fourth value taking (i) floor, (ii) 

nearest hospital, (iii) property age, (iv) distance to nearest Starbucks as 

independent variables(IV) is proved to be the best model.

 

Also, we adopted the Durbin-Waston statistics to test the autocorrelation in the 

residuals. Since the value = 1.654, which is in between 1.5 and 2.5 and relatively 

closer to 2, it proves the autocorrelation in the model is acceptable.

 

Since three variables in the original dataset were excluded, we looked at the 

scatter-plot matrix to find the reason.

 

The excluded variables: 

(i) distance to the nearest MTR stations (M);

(ii) distance to nearest school (SC);

(iii) distance to nearest supermarket (SU);

 

Here is the  scatter-plot matrix and correlation table of the variables:
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According to the Pearson correlation result, there is strong correlation existing 

between M and H, up to -73.3%. And the correlation is even strong regarding SC, 

SU, and ST, all around 90%. We assume the three elements are excluded the high 

correlation among variables though they have a relatively stronger relationship 

with regression linear separately, according to the first column.

Since the significances(Sig.) of all variables are all smaller than 0.05, it proves 

the model is generally correct. And here we use the unstandardized 

coefficients to get the formula as following:

Predicted property price = 299.179*F + 31590.007*H - 1233.830*A  

                                                         +12463.851*ST + 3993.151
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Relevant Test

the residual of the predicted (P) trend fitted normal distribution, and the point 

pattern on the P-P plot is linear through the origin and has the unit slope.

Here we use the tolerance and VIF to measure its multicollinearity. According 

to Hair(2010), if the VIF exceeds 4.0 or the tolerance is less than 0.2, there is 

problem with the multicollinearity in the dataset. Since here all VIF are less than 

2.0 and tolerance all exceeding 0.2, there should be no collinearity.
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